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Activity #1



Activity #1: Partial Dialogue Instructions

Given the first turn of a dialogue, or several turns, enter in the chat 
what you would say or ask next.



Dialogue #1: Partial Simple

Given the first turn of a dialogue, enter in the chat what you would say 
next.

Almond: Hello, how can I help you?

User (You): [Enter in the chat what you would ask Almond]



Dialogue #2: Partial Broken

Here is a broken partial dialogue, how do you expect a “good” 
assistant will converse with you in the next turn:

User (You):  Andy, Play me a song by Lady Gaga

Almond: OK.  (And it starts playing the song “Radio Ga Ga” by Queens)

User (You): [Enter in the Zoom chat what you would ask/say next]



Activity #2



Activity #2: (Broken) Chain Dialogue Instructions
Let’s play a quick game:

1. Given the first turn of a dialogue, someone volunteer and say out loud 
what you would say next (based on common knowledge). 

2. Then, call on someone else in the class to continue the conversation 
based on the last thing or question said. (You cannot call someone 
previously called). 

3. Iterate on (1) and (2)

Questions to ponder: Where will the conversation go? How many different 
possibilities are there?



(Broken) Chain Dialogue 

Starting question: Hello, how can I help you? 

Volunteer 1: [Suggest an answer and call on someone else to ask the 
next question].

Volunteer 2: [Ask the next question and call on someone to answer it].

Volunteer 3: [Suggest an answer and call on someone else to ask the 
next question].

And so on… 



Activities, Takeaways:

● Human-to-human conversation won’t be as constrained as bot-to-human 

conversation 

● More naturalistic variation in human-to-human conversations

● Very hard to model all states needed for how a user might respond

● Hard to predict where the conversation might go

● Lots of edge cases



Related Work



Chorus: A Crowd-Powered Conversational 
Assistant



Chorus: A Crowd-Powered Conversational 
Assistant

Problem
Existing dialogue-based software 
systems generally rely on a fixed 
input vocabulary or restricted 
phrasings, have a limited memory of 
past interactions, and use a fixed 
output vocabulary (very unlike 
human conversations). 

Context of Problem
Real-world conversations between 
human partners can contain 
context-dependent terms or 
phrasing, require memory stretching 
back over the conversation and past 
history of interactions and shared 
experiences, require common sense 
knowledge about the world or 
events, or facts, and contain 
meaningful incomplete and partial 
statements. 

Solution
Crowdsource answers from many 
workers and present the best answer 
to the user. Combines human and 
machine intelligence. Based on 
collaborative reasoning, dynamic 
scoring, and a curated memory 
system.







Evorus: A Crowd-powered Conversational 
Assistant Built to Automate Itself Over Time



Evorus: A Crowd-powered Conversational 
Assistant Built to Automate Itself Over Time

Problem
Fully automated virtual assistants 
aren’t capable of having human-like 
conversations, and fully 
crowdsourced virtual assistants are 
slow and costly. 

Context of Problem
Real-world conversations between 
human partners can contain 
context-dependent terms or 
phrasing, require memory stretching 
back over the conversation and past 
history of interactions and shared 
experiences, require common sense 
knowledge about the world or 
events, or facts, and contain 
meaningful incomplete and partial 
statements. 

Solution
Evorus is a crowd-powered 
conversational assistant that 
automates itself over time by (i) 
learning to include responses from 
chatterbots and task-oriented dialog 
systems over time, (ii) reusing past 
responses, and (iii) gradually 
reducing the crowd’s role in choosing 
high quality responses by partially 
automating voting.



Evorus: A Crowd-powered Conversational 
Assistant Built to Automate Itself Over Time





Effects of Naturalistic Variation in Goal-Oriented 
Dialog



Effects of Naturalistic Variation in Goal-Oriented 
Dialog
Problem

Benchmarks to evaluate 
neural models for 
goal-oriented dialogs 
lack the natural variation 
present in human 
conversations. 

Context of Problem

● Crowd workers follow 
a fixed template.

● Dataset contains 
straight-forward 
utterances

● Failure to simulate full 
range naturalistic 
variation

Solution

● Show the problem of 
unnatural data 

● Show impact of natural 
variation in 
state-of-the-art dialog 
systems

● Release improved 
testbeds for datasets 
used in goal-oriented 
dialogue research



Effects of Naturalistic Variation in Goal-Oriented 
Dialog
To evaluate the impact of natural variation, two multi-turn goal-oriented 
datasets were used:
1) bAbI dialogue task

5 simulated tasks in the restaurant domain.
2) Stanford Multi-Domain dataset (SMD)

3 distinct domains (calendar scheduling, weather info, point-of-interest navigation)

The Natural Conversation Framework (NCF) was used to design 
conversational agents that emulate natural conversation.



Effects of Naturalistic Variation in Goal-Oriented 
Dialog

NCF patterns types: 
1. Conversational activities (denoted A)
2. Conversation management: 

Sequence level (denoted B) & Conversation level (denoted C)

(A) Open Request Screening

(B) Misunderstanding Report

(C) Capability Expansion



Effects of Naturalistic Variation in Goal-Oriented 
Dialog

(A) Open Request Screening example: (B) Misunderstanding Report example:

(C) Capability Expansion example: “Tell me more about restaurant recommendations.”



Effects of Naturalistic Variation in Goal-Oriented 
Dialog
After introducing 9 NCF patterns to the bAbI and SMD datasets, accuracy drops when 
evaluated using the state-of-the-art BossNet and GLMP models on both the original and 
the updated test set:



Effects of Naturalistic Variation in Goal-Oriented 
Dialog
● The study demonstrates the dangers of using crowd-sourced data, without templates 

for the natural range of activities in conversation (such as NCF) to train end-to-end 
dialog systems.

● Naturalistic variation present during deployment affects: (1) model performance; and 
(2) results in lower than expected performance for a given dialog system.



Are we conversational yet?

Short answer: not yet!



Are we conversational yet?

Short answer: not yet!

Long answer: There are solutions that are conversational, but that aren’t scalable 
or cost-effective (crowdsourcing answers, online forums, etc.). Fully automated 
solutions are not yet conversational. 



Questions?
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